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Decouple images into local vector (v) & global vector (z)
- Mix Global Vectors
- Add Gaussian Noise to Global Vectors

FlowAug: A Semantic Data Augmentation (DA)

- Better captures the than Weighted standard deviation.
- Treats each class equally and measures the sensitivity of a model 

performance across classes

MacroStd: New Metric for Quantifying Reliance

- Dataset with natural semantic spurious correlation: 8 
backgorund subgoups, {black, blue, green, grey, red, 
white, brown, other}.

- Based on CIFAR10
    CIFAR100

           ImageNet-10
- Filling the gap in prior

datasets

4 labeling principles
1. Most coverage
2. back
3. judgement
4. others
Agreement: ~95%

CIFAR10-B & CIFAR100-B Dataset

Better In-distribution and out-of-distribution results

Comparison with composite data augmentation

Possibility of being composited to achieve SoTA

Generalization Results

Subgroup Degradation

Huge gap between avg acc and the worst subgroup acc.
Low-level data augmentation (DA) does not mitigate it.

Conclusion

- Datasets with natural semantic spurious correlations with 
human labels

- Low-level data augmentation does not help subgroup 
discrepancy, measured by a new metric, MacroStd

- Propose a Semantic DA, FlowAug, to mitigate subgroup 
degradation

- FlowAug achieves better generalization as an additional 
benefit.

- FlowAug shows flexibility of being composted to achieve 
SoTA.
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